Improving CDCL via Local Search
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Abstract—This document describes our SAT solvers submitted
to the SAT Competition 2021, the solvers are based on Relaxed,
CaDiCaL and Kissat.

I. LSTECH_MAPLE

LStech_Maple (short for LSTech) is the improved version
of Relaxed LCMDCBDL_newTech (short for Relazxed),
which proposed the relaxed CDCL method [9]. The relaxed
method is to relax the backtracking process for protecting
promising partial assignment, where a promising assignment
is defined according to its consistency and length. When the
CDCL process meets some conditions, the algorithm will enter
a non-backtracking stage until it gets a full assignment . Once
it gets «, a local search SAT solver is called immediately.

The differences between LSTech and Relazed lie in
the non-backtracking stage entrance conditions and the local
search process entrance conditions. Inspired by the updat-
ing method of target phase [4], LSTech enters the non-
backtracking phase to construct a full assignment each time the
CDCL process reaches a higher trail. And LSTech enters the
local search process according to the number of restarts, rather
than after each non-backtracking stage. The detailed rules are
described as follow.

No-backtracking Stage Entrance Rule: Let p be the size
of non-conflict trail that allowing the algorithm enter the non-
backtracking stage. p = 0 at the beginning. If the CDCL
process reaches a higher no-conflict trail with size p’, then it
will enter the non-backtracking stage, and p < p" accordingly.
Moreover, p < 0.9 x p after each local search process.

Local Search Entrance Rule: CCAnr [3] is called every §
restarts and the best local search solution (denoted as Ib_soln)
is updated accordingly. § is set to 300 initially. And § <«
0 + 300 if the Ib_soln has not been improved, § < J — 300
(keeping & > 300) if the [b_soln has been improved.

Furthermore, we improve the CCAnr with clause state based
CC [5] instead of neighborhood based CC [3], and the latter
method need to keep a neighborhood list for each variable,
which is time and space consuming. In addition, LSTech
remove the distance branching strategy [8] in the beginning.
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II. CADICAL_RP

Phase saving [7] is a powerful and standard technique for
modern CDCL solvers, which saves the latest polarity of each
variable in a vetecr polarity. Rephase [4] is recent proposed
to reset polarity with some promising full assignments (which
is also called phases). The goal of CaDiCal._rp is to improve
their base-solver CaDiCalL and kissat [4] by selecting the
appropriate phases based on probability as Relaxed [9].

III. KISSAT_CF

For better utilize the information of local search, we use
the local search conflict frequency to enhance the VSIDS
branching strategy [6]. The technique is used in Relaxed [9]
and LSTech as well. The conflict frequency for a variable v
is denoted as freq(v), which is the number of steps in which
it appears in at least one unsatisfied clause divided by the total
number of steps of the local search process. freq(v) will be
updated after each local search process of kissat, in which a
local search solver YalSAT [2] is embedded. Every 20 restarts,
the activity of each variable v is bumped by 100X freq(v),
unless there are variables eliminated in in-processing.

IV. KISSAT_BONUS

Considering that modern branching strategies like VSIDS
[6] only bump activity score for each variable based on the
recency, which means that the activity scores of the variable in
the conflict clause will be bumped by the same score inc, no
matter which clause it is. Thus, we designed a method to take
the clause quality (measured by LBD [1]) into account. We
set a reward coefficient bonus for each new conflict clause,
and the score of each variable related to this conflict will be
bumped with inc*bonus instead of inc. bonus is 1 when the
LBD of the conflict clause is equal to the global average LBD
value, andbonus is 2 when the LBD is unit. And we design
the bonus factor as an exponential function negatively related
to LBD.
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